Topsy-Turvy: A Smarter and Faster Parallelization of Mutation Analysis
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ABSTRACT

Mutation analysis is an effective, if computationally expensive, technique that allows practitioners to accurately evaluate the quality of their test suites. To reduce the time and cost of mutation analysis, researchers have looked at parallelizing mutation runs — running multiple mutated versions of the program in parallel, and running through the tests in sequence on each mutated program until a bug is found. While an improvement over sequential execution of mutants and tests, this technique carries a significant overhead cost due to its redundant execution of unchanged code paths. In this paper we propose a novel technique (and its implementation) which parallelizes the test runs rather than the mutants, forking mutants from a single program execution at the point of invocation, which reduces redundancy. We show that our technique can lead to significant efficiency improvements and cost reductions.
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1. INTRODUCTION

Mutation analysis involves the systematic injection of syntactic faults (mutants) into a piece of software, and the quality of a test suite is judged by its ability to find these mutants. The mutation adequacy score characterizes the ability of a test suite to find real bugs [15].

The biggest problem with mutation analysis is the high latency and computational requirements [16]. We propose a solution. When cheap forking system call is available (such as in Unix), postpone mutant creation until the execution of the specific point of code where the mutation has taken place. A simple source code transformation can allow each encounter of a mutation point to result in a fork. The permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
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ent process continues execution of the test case, and marks that particular point as having already been mutated. The forked child replaces the particular mutation point with the mutation, and ignores all other mutation points. Thus the parent process simply spawns the mutants that it comes across, but not until the mutant is executed, reducing redundant execution. One advantage of such a procedure is that it can amortize test setup costs. The setup costs of unit tests can be very high. Bell et al. [2] found, in a study of 1,200 large open source projects, that, for most (81% of projects with more than 1000 tests or 71% of projects with more than 1 million LOC) large applications, initialization steps alone are on average 7.18 times as costly as the test execution alone.

Our approach removes the need for separate compilation of mutants, and achieve finer grained coverage-based filtering of mutants than what is available for most tools.

2. RELATED WORK

According to Mathur [27], the idea of mutation analysis was first proposed by Richard Lipton, and formalized by DeMillo et al. [9] A practical implementation of mutation analysis was produced by Budd et al. [3] in 1980. While mutation analysis belongs to the class of embarrassingly parallel problems [11, 13], the actual parallel and distributed implementation of mutation analysis tools has lagged in practice [8]. Delahaye et al. [8] found that of the eight available mutation tools for Java, Jester [30], Jumble [14], MAJOR [17], and MuJava [23] did not provide any parallelization; Bacterio [24], Javalanche [34], Judy [23], and PIT [7] can parallelize on the same computer, and only Judy has support for distributed evaluation of mutants.

Previous efforts at parallelizing mutation analysis include early work by Krauser et al. [20] who investigated parallelization in an NCube, mutant unification based approaches [28, 29, 32, 33] on vector processing (SIMD) systems (limited to mutations that can be vectorized), and work using MIMD machines [4, 5, 19, 31] that allowed concurrent execution of mutants. Fleyshtagker et al. [10, 36], Just et al. [18], and Ma et al. [21] showed that the state information after execution of mutation used intelligently (lazy mutant analysis) can lead to savings in executions by using only representative mutants. Zapf [37] provided the first implementation for a distributed interpreter for the Mothra mutation system — MedusaMothra. Mateo et al. [25] found that parallel execution with dynamic ranking is the best distribution algorithm.

A related time-reduction technique is the mutant schemata [1,
3. ALGORITHM

Given a program, we first generate the AST of the subject program and replace each instance of an operator to be mutated with a call to a mutation decision procedure. This procedure takes a unique id that identifies the mutant instance, the operands, and the operator. For instance, Figure 1 shows a simple program for computing the average of two numbers. The dynamic-mutant we produce after modifying the AST is shown in Figure 1. Note that unlike a traditional meta-mutant, there is little extra compilation required here. Each operator is translated directly into a method call. The tests are all executed separately. That is, for the tests given in Figure 2, each test in the test suite is executed independently (possibly on different machines — our approach does not interfere with traditional test suite parallelization). The call to avg from each test calls µ(id, a, b, op) in turn. On a call to µ, the procedure µ checks if the current process is the parent process (procedure parent?). If it is, it checks if the current mutant (variable id) has already been spawned (procedure has?), in which case, the dynamic-mutant returns the original result for the operator. If not, it iterates through all valid first-order mutations of that operator (e.g. for +, we iterate through −, *, /, % etc.). For each mutation, we fork off a child, mark the particular mutant id as serviced, and return the result. When the child is forked for the first time, the mutant id is associated with the mutant chosen for that child, which is never changed.

```python
def avg(a, b):
    return (a + b) / 2
end

def avg(x, y):
    return µ(a, µ(b, x, y, +), 2, /)
end
```

Figure 1: The original and mutated program average

```python
def test_avg_eq():
    µ(avg(1, 1)) = 1
end
def test_avg_neq():
    µ(avg(2, 0)) = 1
end
```

Figure 2: The test suite for program average

24, 26, 35] approach, where all mutants are encoded into a single meta-mutant, and the mutant is chosen by a runtime flag.

4. EVALUATION

For the initial evaluation of our technique, we tested the implementation of a simple primality checker. The unit tests for this program require first verifying results for the trivial conditions (0, 1, 2), and then making sure that the program does not fail for large prime and composite numbers. The setup of the program requires creating two large numbers, one prime and other composite. The cost of creating numbers with these specific properties is high, simulating the complex overhead of test setup typical in large real-world projects. The total run time (without considering parallelization) of the traditional mutation technique and for our approach, plotted against the size of primes checked in unit tests, are shown in Figure 4. The figure shows that while initially the traditional mutation technique holds some advantage, that advantage vanishes as the size of the numbers to be checked increases (and with it, setup time). The advantage of our approach is that, once the threshold is crossed, the small penalty in runtime is compensated by the reduction of redundancy in mutant execution. We expect that our approach can, obtain some advantage over traditional mutation analysis in many cases, even ignoring opportunities for parallelization, due to the high cost of test setup.

5. CONCLUSION

We propose a novel mutation analysis strategy of evaluating individual test cases separately, with mutants being forked off only when the execution hits the particular mutated expression. Our strategy is extremely simple, and can be implemented easily. Next, like the mutant schemata method, the strategy is only dependent on a source transform, and hence directly applicable to any language, by providing the µ call in a library, and is particularly trivial to implement in languages that support macros or dynamic reflection. Due to the trivial AST modification required, the compilation time required is much less than the traditional schemata method, and comparable to the time taken for the original source. Since mutants are forked off only when their corresponding original instruction is in the execution path, test selection is obtained for free. This is potentially important, and as Delahaye et al. [8] and Coles [6] note, very few mutation tools provide automatic test selection using coverage (note that we do not even require prior coverage information). Note that forking, where it is available, can be very cheap with copy-on-write semantics, and no extra memory is required unless a particular variable is modified. Hence our technique will always be cheaper than the traditional parallelization technique. Finally, our strategy lends itself to distributed execution of individual tests, and with a trivial modification, distributed execution of sets of mutants. The parallelization of mutant evaluation is automatic. Our implementation and tests are available [12].

![Figure 4: Comparison of traditional and dynamic-mutants total runtime against the problem size (x axis).](image-url)
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